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Executive Summary 

Ethical considerations are central to practically all development in robotics and Artificial 

Intelligence. L2TOR committed to engage with a discussion on the ethics of using robots 

in tutoring scenarios with children. This document captures that discussion and lists the 

guidelines we commit to as a consortium. 
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Revision History 

 

Version 1.0 (TB 27-09-2016) 

First and final version. 

 

Version 2.0 (TB 16/10/2017) 

Revised version in response to the recommendations received after the Period 1 review 

meeting. 
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1 Introduction 

In the research proposal we suggested to use an External Ethics Advisor (Prof Alan 

Winfield) to advise the project on ethical considerations. Due to professional commitments 

Prof Winfield was unavailable to meet with the consortium. As an alternative the 

consortium organised a discussion event at the L2TOR consortium meeting of 27 

September 2016 in Oostende, during which the just released British Standard 8611 on 

“Robots and robotic devices: Guide to the ethical design and application of robots and 

robotic systems” was extensively discussed and accepted as an ethical guiding framework 

for the project. 

 

2 British Standard 8611 

British Standard 8611 on “Robots and robotic devices: Guide to the ethical design and 

application of robots and robotic systems” is the only standard on ethical hazards when 

interacting with robotics and AI systems. From the Scope section: 

 

 

“This British Standard gives guidance on the identification of potential ethical harm and 

provides guidelines on safe design, protective measures and information for the design and 

application of robots. It builds on existing safety requirements for different types of robots; 

industrial, personal care and medical. 

 

This British Standard describes ethical hazards associated with the use of robots and 

provides guidance to eliminate or reduce the risks associated with these ethical hazards. 

Significant ethical hazards are presented and guidance given on how they are to be dealt 

with for various robot applications. 

 

Ethical hazards are broader than physical hazards. Most physical hazards have associated 

psychological hazards due to fear and stress. Thus, physical hazards imply ethical hazards 

and safety design features are part of ethical design. Safety elements are covered by safety  

standards; this British Standard is concerned with ethical elements. 

 

This British Standard is intended for use by designers and managers, amongst others.” 

(BS8611, p. 5) 

 

3 L2TOR’s ethical framework 

While L2TOR adheres to the ethical guidelines imposed by the partner’s local institutions, 

there is a need to adopt a wider ethical framework for practice and systems developed in 

L2TOR. The consortium agreed to adopt BS8611 as a guiding framework for the project, 

and specifically welcomes the attention BS8611 gives to ethical hazards (and mitigating 

actions) in the context of vulnerable persons, including children. 

 

http://shop.bsigroup.com/ProductDetail?pid=000000000030320089
http://shop.bsigroup.com/ProductDetail?pid=000000000030320089
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There is a concern that society is not receptive to artificial intelligence, robotics and a 

number of potential applications of artificial intelligence. This is on the one hand evident 

in media headlines, and high profile figures such as Elon Musk and Bill Gates warning for 

negative consequences (and much worse) of AI, but also knows an evidence base in the 

Eurobarometer of 2012 (see figure 1). In this, a survey is reported in which the public of 

the 27 EU member states were asked in which application areas robots would be welcomed 

and where they should be avoided. For education, the domain relevant to L2TOR, only 3% 

of respondents felt that this should be a priority for robotics, and 34% felt robots should be 

banned from education, only topped by care for children, elderly and disabled. While the 

survey is in many ways flawed (for example, the questions were poorly contextualised), 

the result is cause for concern for L2TOR and for the field of robots for learning in general. 

 

 
Figure 1: highlight from the Eurobarometer 382, which measured public attitudes towards robots in 

2012. From http://ec.europa.eu/public_opinion/archives/ebs/ebs_382_sum_en.pdf 

 

In response to the Eurobarometer study, Plymouth University conducted its own study in 

2016 in which teachers and the public were surveyed with regards to their attitudes to 

robots in the classroom. As literature suggests that teacher attitudes are a strong predictor 

of technology use in classrooms, so willingness to engage with social robots will influence 

application in practice. Plymouth’s rigorously-framed survey was used to gather the views 

of both the general public and education professionals towards the use of robots in schools. 

Overall, they found that the attitude towards social robots in schools is cautious, but 

http://ec.europa.eu/public_opinion/archives/ebs/ebs_382_sum_en.pdf
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potentially accepting. The resulting paper discusses the reported set of perceived obstacles 

for the broader adoption of robots in the classroom in this context. Interestingly, concerns 

about appropriate social skills for the robots dominate over practical and ethical concerns, 

suggesting that this should remain a focus for child-robot interaction research (Kennedy et 

al., 2016; added as appendix to this document). 

 

The L2TOR efforts (technical development, evaluation in ecologically valid settings, and 

industrial and societal engagement) need to happen within the framework of BS8611. The 

following table captures which elements of BS8611 are relevant to L2TOR and how the 

guidelines are adopted, and where appropriate, implemented in L2TOR. 

 
Table 1: Ethical issues, hazards and risks relevant to L2TOR and to social robots in education in 

general. The first four columns are from the BS8611 document, the last column provides a 

comment by the L2TOR consortium. 

 
Ethical issue Hazard Risk Mitigation Comment by L2TOR 

Societal Loss of trust Robot no longer 

used or misused, 

abused 

Design to 

ensure 

reliability in 

behaviour 

The validation setup 

developed in L2TOR 

needs extensive testing, 

so it works reliably and 

predictably in “wild” 

settings. Several pilots 

and stress tests will be 

needed. 

 Deception 

(intentional or 

unintentional) 

Confusion, 

unintended 

(perhaps 

delayed) 

consequences, 

eventual loss of 

trust 

Avoid 

deception due to 

the behaviour 

and/or 

appearance of 

the robot and 

ensure 

transparency of 

robotic nature 

This concern is mainly 

about “android” robots, 

which present 

themselves as being 

human. The robot 

adopted in L2TOR is 

clearly a robot, and as 

such this concern is of 

little relevance. 

 Anthropo-

morphisation 

Misinterpretation Avoid 

unnecessary 

anthropo-

morphisation 

 

Clarification of 

intent to 

simulate human 

or not, or 

intended or 

expected 

behaviour 

Anthropomorphisation 

will be used to some 

extent in L2TOR in 

how the robot is 

presented to the young 

learner: as the robot is 

humanoid in nature, the 

learner will to some 

extent 

anthropomorphise. We 

do not expect negative 

consequences (based 

mainly on prior 

experience of partners). 

 Privacy and 

confidentiality 

Unauthorised 

access, 

Clarity of 

function 

Our ethical framework 

(and the prevailing local 
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collection and/or 

distribution of 

data, e.g. coming 

into the public 

domain or to 

unauthorised, 

unwarranted 

entities 

 

Control of data, 

justification of 

data collection 

and distribution 

 

Ensure user 

awareness of 

data 

management 

and obtain 

informed 

consent in 

appropriate 

contexts 

ethics guidelines) cover 

the case where robots 

are used in evaluation 

settings. 

 

When robot tutors are 

commercial products, 

there are some genuine 

concerns. Some of 

which are covered by 

European data 

protection guidelines 

and legislation, but 

there remain grey areas. 

 Lack of respect 

for cultural 

diversity and 

pluralism 

Loss of trust in 

the device, 

embarrassment, 

shame, offence 

Awareness of 

cultural norms 

incorporated 

into 

programming 

This is of concern in 

L2TOR when working 

with migrant 

communities. It is 

unclear where this 

might manifest itself, so 

we should be aware of 

our software or the 

robot’s behaviour being 

suboptimal in certain 

cultural context. For 

example, face detection 

might work differently 

when dealing with 

darker skin colours. 

Commercial/ 

financial 

Employment 

issues 

Job replacement, 

job change, 

unemployment 

loss of tax 

revenue 

Appropriate 

support 

networks, 

appropriate 

taxation, 

retraining 

opportunities 

In L2TOR we do not 

envisage to replace 

teachers (if this at all 

would be possible), but 

instead present the 

robot as an additional 

learning technology 

with no consequences 

for employment. 

 Equality of 

access 

Propagation of 

the “digital 

divide”, isolation 

of minorities, 

non-compliance 

with human 

rights legislation 

Inclusive design 

of robot 

behaviour to 

conform with 

Corporate 

Social 

Responsibility, 

and recognition 

of 

characteristics 

of intended 

While not an issue in 

the project, there is a 

concern that robot 

technology might be 

expensive and therefore 

only accessible to the 

more well-off schools. 

Mass production should 

mitigate this somewhat. 

The consortium agreed 

that this is a concern of 
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application 

domain 

 

Support 

networks to 

minimise risks 

all new technology, and 

the L2TOR consortium 

has little control over 

this at this stage of the 

technology 

development chain. 

 

The L2TOR consortium agreed to accept all the BS8611 General societal ethical 

guidelines: 

 

a) robots should not be designed solely or primarily to kill or harm humans; 

b) humans, not robots, are the responsible agents; 

c) it should be possible to find out who is responsible for any robot and its behaviour; 

d) robots as products should be designed to be safe, secure and fit for purpose, as 

other products; 

e) robots as manufactured artefacts should not be designed to be deceptive and likely 

to cause ethical harm; 

f) observe the Precautionary Principle; 

g) privacy by design; 

h) robots able to learn can distance themselves from the intentions of their designers 

and operators; 

i) potential users should not be discriminated against or forced to acquire and use a 

robot. 

 

(from BS8611) 

Conclusion 

While the consortium has extensive experience in using social robots with neurotypical and 

disabled children, we find that promoting awareness of ethical issues within the consortium 

and society at large is important. We also engage externally with national and EU 

legislators, notably by being involved in the European Parliament initiative on Civil Law 

for Robots, in the context of which L2TOR coordinator Prof Tony Belpaeme gave a 

keynote in the European Parliament and where partner QBMT has received the initiative’s 

lead, Mrs Maddy Delvaux MEP, for a site visit to their offices to introduce her to the 

commercial activities around social robots. 

 

There are still unanswered questions: we do not know if the technology we develop will 

work across all people. For example, the technology might not work the same for 

Caucasian children as for children with darker skin colours. However, by being aware of 

these and other issues, we aim to have mitigations actions in place. 

 

Finally, our communication to the media should be clear and devoid of hyperbole. Early in 

the project, some media reported on our efforts in a manner which did not reflect our work 

accurately. While we had little to no control over how the media reported on this occasion, 

we should be aware of the potential for runaway media coverage and should try and curb 

expectations and over interpretation by the press. 
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