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ABSTRACT
Many human-robot interaction systems involve a third component: a tablet, which can either be
separate or integrated in the robot (as is the case in SoftBank Robotics’ Pepper robot). Such a tablet
can be used, for instance, to present information to the human user or to gain control over the robot’s
complex surroundings, by introducing a virtual environment as a substitute for interactions that
would normally happen in the physical world. While such a tablet can potentially have a big impact
on the usability of the entire system and affect the interaction between human and robot, it is often
not explicitly included when evaluating the user experience of human-robot interaction. This paper
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describes a case study where three evaluation methods were combined in order to get a comprehensive
overview of the user experience of an Intelligent Tutoring System (ITS), consisting of a robot and a
tablet. The results show several major usability issues with the virtual environment, which could have
affected the experience of interacting with the robot. This underlines the importance of including not
only the robot itself, but also any other interaction mediators in an iterative design process.
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systems organization→ Robotics; Robotic autonomy .
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INTRODUCTION
Robots are increasingly being used for application domains in which they are expected to interact
frequently with humans, and thus to exhibit socially intelligent behavior. Examples of such domains
include personal assistance, education, and health care [4]. Socially intelligent behavior relates
to aspects such as expressing and perceiving emotions, communicating with high-level dialogue,
establishing and maintaining social relationships, using natural cues such as gaze and gestures,
showing personality and character and displaying the ability to learn or develop social competencies
[5]. In order to be perceived as being social, a robot will need to exhibit at least a certain degree
of autonomous behavior [2], which consists of its ability to sense, plan and act in its environment,
with the intent of reaching a task-specific goal without external control [3]. Social robots that are
able to operate fully autonomously can be deployed in a range of real world settings, and contribute
to research in human-robot interaction (HRI) by allowing studies to be conducted in the field – at
home, school, health care facilities – over longer periods of time without having a researcher control
the robot’s behavior. This in turn leads to higher ecological validity, reduces bias and improves the
replicability of these studies.
However, autonomous social behavior is challenging to implement. The sensing abilities of social

robots include the observation of not only the robot’s often complex and unpredictable physical
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surroundings, but also the characteristics and behavior of humans that are present in this environment.
Human social behavior is a complex phenomenon that is still under research, which adds to the
challenge of developing a robot that is able to interact socially with humans [9]. It is unclear exactly
which types of sensing, planning and acting functionalities are needed to facilitate social interactions.
Moreover, some of the techniques that are currently being used do not perform well enough to be used
autonomously, in a complex environment. Finally, successful completion of the robot’s task-specific
goals can be difficult to measure, when these goals involve a change in knowledge state, attitude or
behavior of a conversational partner.
One way to cope with these challenges is to control or constrain the environment, thus making

it easier for the robot to sense and act within its surroundings. This can be done by moving part of
the human-robot interaction into the virtual domain, for example by introducing a tablet device as a
mediator. Objects within the virtual space can easily be tracked and manipulated programmatically
by robots, as well as through a graphical user interface by humans, thereby allowing both parties
to collaborate on the device in order to complete their tasks. However, what is often not critically
evaluated is how the introduction of such a virtual environment may influence the overall user
experience of the human-robot interaction, and to what extent it diminishes the benefits of the robot’s
physical presence in a real world context. If such peripherals are being used, they should also be
involved in an iterative design process, included when setting user experience goals, and subject to
user experience evaluation methods.

Figure 1: The setup of the Intelligent Tu-
toring System (published with permission
from [7]).

Figure 2: The virtual environment used in
lesson one of the intelligent tutoring sys-
tem.

OUR CASE STUDY
We have recently conducted a longitudinal tutoring study where pre-school children (five to six
years old) learned second language vocabulary by participating in six lessons during which they
were performing a number of interactions with the robot and a tablet device. Figure 1 shows the
experimental setup, Figure 2 is an example of a scene that was displayed on the tablet device during
a lesson, and Figure 3 illustrates the number of different interactions per lesson, which included
various manipulations of objects in the virtual environment, repeating after the robot and physically
enacting certain concepts. The study included a tablet condition, where children interacted only with
the tablet device and the robot’s speech output was routed through the tablet’s speakers. Although
existing research suggests a beneficial effect of the robot’s physical presence on learning, we found no
significant difference between the tablet condition and the conditions where the robot was physically
present [7].

To learn more about the interactions with the system and how this may have affected our findings,
we conducted a usability and user experience evaluation of the Intelligent Tutoring System (ITS)
as a whole. Due to time constraints, we limited our scope to the first and last lesson in the series,
allowing us to take into account the learnability of the system. A triangulation approach [8] was used
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to combine the outcomes of three different evaluation methods. First, observations were conducted
on a set of recordings of child-robot interactions from the aforementioned longitudinal study [7],
and performance metrics such as time on task were extracted from the log files belonging to these
interactions. A random selection was made of 60 out of the 162 children that participated in the
experimental conditions. Second, three design experts were asked to evaluate the system based on
the Heuristic Evaluation Child E-learning applications (HECE) [1]. Finally, the ITS was evaluated
with ten older children (11–12 years old) by means of a think aloud session with the system, followed
by a semi-structured interview. For efficiency reasons, eight children were invited in groups of two
and the other two individually, ensuring that lessons one and six would each be rated five times. The
combination of these three methods resulted in quantitative measurements of children’s performance,
qualitative feedback on the user experience and a list of usability issues. The Damage Index [6] was
calculated in order to consolidate the reported severity ratings of each usability issue from multiple
methods. This measure takes into account the average severity rating across methods, as well as the
number of methods in which the issue came up. As a result, issues that occur frequently are assigned
a relatively high Damage Index compared to issues that are more rare.

Figure 3: The number of interactions per
lesson, split by interaction type.

RESULTS
Observations and Log Files. The observations resulted in a list of usability issues for lessons one and six,
along with the number of times in total, and for how many individual children, each issue occurred.
Two researchers assigned a severity rating to each issue. A total of 44 out of the 80 issues (55%) had a
severity rating of 1 (prevents task completion) or 2 (significant delays and frustration). All of these
were related to tasks where the child had to move an object to a new location, or to collide it with
another object. The performance measures, which were extracted from the log files collected by the
system, are shown in Table 1.

Table 1: Performance measures extracted
from log files. The number of errors is
divided by the number of interactions of
that type that were present in the lesson.

Lesson 1 Lesson 6

Time on task (touch) 22.57 sec 7.70 sec

Time on task (move) 28.99 sec 9.64 sec

Errors (touch) 5 2.75

Errors (move) 50.89 N/A

Task success (touch) 97.9% 98.4%

Task success (move) 68.3% 96.7%

Heuristic Evaluation. The heuristic evaluation resulted in a list of 25 issues, of which eleven (44%)
received the highest two severity ratings. These issues were related to tasks that could not be properly
carried out on the tablet (due to bugs), a lack of feedback for tasks where the child has to enact
something (e.g., raising their right hand), unclarity in the robot’s pronunciation of certain words, the
imposed, slow pace of the interaction, the design choices regarding the tablet game (2D was suggested
over 3D) and the lack of introduction of certain game mechanics (the screen turning black to guide
the child’s attention).

Usability Study and Interview. Issues that the children encountered while interacting with the system
and suggestions that they made were noted down, and a severity rating was assigned to these points
by two of the researchers. From a total number of forty issues, five were assigned a severity rating
of 1 or 2 (12.5%). These were related to problems when moving objects, difficulty understanding the
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robot’s speech and confusion about what kind of action was expected of the user. The other comments
overlap to a large extent with the findings from the heuristic evaluation (e.g., unclarity of gestures,
and overall pacing of the interaction).

Table 2: Number of usability issues per
Damage Index range.

< .11 .11–.2 .21–.3 .31–.4 .41+

5 14 3 7 6

Combined results. The lists of usability issues resulting from the three different evaluation methods
were combined, where overlapping issues were merged. This resulted in a total of 35 unique issues. To
get an overview of the severity of each issue, taking into account the number of evaluation methods
in which it was reported, and the severity that was assigned in these methods, a Damage Index was
calculated. Table 2 shows the number of issues belonging to different Damage Index ranges. The
top thirteen issues with a Damage Index of at least 0.31 were related to problems with dragging
objects on the tablet, tasks not being clear to the user, the slow and fixed pacing of the interaction,
limited control of the user over the system, unnatural and unclear speech from the agent, interaction
mechanics not being properly introduced, ambiguous words or gestures, lack of feedback from the
agent, and objects on the screen being locked while the agent is talking. The full results are made
available online1.1https://bit.ly/2E9UTK4

DISCUSSION
As we work towards creating social robots that are capable of operating fully autonomously in a
complex and dynamic environment, we attempt to exercise control over this environment in order to
deal with technical limitations and the intricacies of social interactions. The results of the current
evaluation show that the use of a virtual environment as a mediator for human-robot interactions
can greatly affect the overall user experience. Most issues reported were either directly related to the
interactions with the tablet (such as issues with moving objects on the screen), or listed as issues with
the robot although they can actually be traced back to the tablet, because the robot was provided
with incorrect information regarding the state of the virtual environment. This in turn resulted in
the robot performing incorrect actions based on erroneous input, such as saying the wrong things or
giving negative feedback when the task was in fact completed successfully.

A triangulation approach combining three differentmethods helped to get a comprehensive overview
of issues that occurred with the system as a whole. Out of the 35 issues in the combined list, 22 were
identified in only one of three evaluation methods. This is an indication that a substantial amount of
issues would not have been identified if we had used only one evaluation method. However, in this case
the evaluations were conducted after the system was already used in a large-scale experiment [7]. It is
now impossible to tell whether, and to what extent, the findings from that experiment were influenced
by the issues encountered when evaluating the system, without running a similar experiment after
resolving these issues. In future work, we would therefore start evaluating earlier in, and more
frequently throughout the design process.
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CONCLUSION
This paper describes a case study in which a usability and user experience evaluation of an Intelligent
Tutoring System was conducted. The study underlines the importance of evaluating the overall
experience of a human-robot interaction, including any mediating devices that are introduced to
gain control over the robot’s environment in order to increase the robot’s level of social autonomy.
Furthermore, we urge researchers to allocate resources to the design and development of such
interactionmediators, and to report exactly to which degree their robot is able to behave autonomously,
as well as any concessions or work-arounds that might be in place. This would ensure that the effects
of any mediators on experimental findings are minimized, while at the same time providing the
research community with enough information to be able to reproduce these findings.
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